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ABSTRACT
The aim of this study is to produce updated forest map of the
Bogdkhan Mountain, Mongolia using multitemporal Sentinel-2A
images. The target area has highly mixed forest types and it is
very difficult to differentiate the fuzzy boundaries among different
forest types. To extract the forest class information, an object-
based classification technique is applied and a rule-base to separ-
ate the mixed classes is developed. The rule-base uses a hierarchy
of rules describing different conditions under which the actual
classification has to be performed. To compare the result of the
developed method with a result of a pixel-based approach, a
Bayesian maximum likelihood classification is applied. The final
result indicates overall accuracy of 90.87% for the object-based
classification, while for the pixel-based approach it is 79.89%.
Overall, the research indicates that the object-based method that
uses a thoroughly defined segmentation and a well-constructed
rule-base can significantly improve the classification of mixed
forest types and produce of a reliable forest map.
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1. Introduction

Traditionally, satellite remote sensing (RS) data sets with different spectral, spatial and
temporal resolutions have been efficiently used for a land cover analysis (Yan et al. 2015).
Image classification is one of the widely used RS data processing methods. For several
decades, pixel-based classification techniques have been extensively used for a thematic
mapping of RS images (Amarsaikhan et al. 2012). They mainly used either a supervised
classification, unsupervised classification or some of their combinations (Enderle and
Weih 2005; Amarsaikhan et al. 2010). The pixel-based methods analyze the spectral prop-
erties of every pixel within the selected image frame, without taking into account some
important characteristics related to the pixel of interest. With the growing availability of
more data sets, other properties, including the spatial or contextual information could be
effectively used to produce more accurate classification results (Dwivedi et al. 2004; Weih
and Riggan 2012; Makinde et al. 2016).

Over the past few years, object-based classifications have been increasingly used for
different mapping applications. These methods have been developed in order to improve
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the traditional pixel-based classification techniques. Unlike the pixel-based classifications
that are based on the information of each pixel in the data, the object-based classifications
are based on the information from a set of similar pixels called image objects. The image
objects are groups of pixels that are similar to one another based on the spectral proper-
ties, size, shape, and texture, as well as context from a neighborhood surrounding the pix-
els. The object-based method uses a segmentation process and iterative learning algorithm
to achieve a semi-automatic classification procedure that demonstrates more accurate
results than traditional pixel-based methods (Grenzd€orffer 2005; Hay and Castilla 2006,
Liu and Xia 2010; Weih and Riggan 2012).

In recent years, object-based methods have been successfully used for a forest mapping.
Many authors applied these techniques for the identification of forest classes. Kim et al.
(2009) investigated that segmentation quality, associated with the segmentation scale dir-
ectly influence the classification result of forest types using optical imagery. In their
method, an improved classification result of forest types, including deciduous broadleaf,
evergreen coniferous and mixed forests, was achieved. Hajek (2014) classified the tree spe-
cies from RS imagery based on the relative border to neighboring objects, relative area of
sub-objects and shape with an accuracy of 94.5%. Martin and Lucie (2014) performed a
forest type mapping by combining multispectral and LiDAR data using object-based clas-
sification approach. They established a set of rules using 26 indices, DSM, DTM and
LiDAR data and classified the forested areas with an accuracy of 89.5%. Mitchell et al.
(2016) developed a forest classification process and correctly separated the forested area
using spectral band ratios, NDVI, SLAVI and NDWI.

The Mongolian forests are mainly located in the northern parts of the country along
the Russian border forming a transition zone between the Siberian taiga forest and the
Central Asian steppe zones (Tsogtbaatar 2002). In the past, total forest related area of
Mongolia constituted about 17.5 million ha or 11.2% of the total land area. The area of
potentially exploitable forest was estimated to be between 5 and 6 million ha. The average
growing stock in the northern forests varied between 54 and 79 cubic meters/ha in the
whole forest area, and between 100 and 154 cubic meters/ha in the exploitable forests.
The total growing stock was 1.3 billion cubic meters and the exploitable volume was 6
million cubic meters (Mongolian Forestry Sector, 1998). However, recently, forest land
degradation has become the main concern in the country. It has been found that much of
the existing forests have been destroyed, mainly by timber preparation, legal and illegal
logging, forest fires and careless human activities. To account all of these changes, forest
specialists need to have an updated forest map. As the present RS techniques and meth-
ods are so advanced, it is possible to produce a reliable forest map and use it for planning
and management (Amarsaikhan et al. 2011; Enkhjargal et al. 2015).

The aim of this study is to classify highly mixed forest types and produce a reliable
forest map of the Bogdkhan Mountain, Mongolia using multitemporal optical Sentinel-2A
images. To extract the forest class information, an object-based classification technique
based on a multi-resolution segmentation and constructed rule-base have been applied.
The classification result of the object-based method was compared with a result of a
standard Bayesian maximum likelihood classification and it demonstrated a
higher accuracy.

2. Test area and data sources

As a test site, Bogdkhan Mountain, a nature protected area, situated in Central Mongolia,
near the capital city of Ulaanbaatar has been selected. It is a protected area and has a
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territory of 41,651 ha, of which 55% is covered by highly mixed forest types. The moun-
tain has 588 species of high plants, which are related to 256 geneses of 70 families. 135
species such as carex, artemisa, oxytropis that relate to 11 main geneses comprise 22.9%
of all species distributed on the mountain. Forest is distributed on the altitude range of
1400m (1450m)-2100m (2150m) above sea level and consists of three sub zones such as
mountain plateau, taiga and taiga type. Cedar and larch dominate in the forest cover but
pine, birch, spruce and willow also occur (Enkhjargal et al. 2015). The forest area of the
mountain is extended from the west to the east about 29 km and from the north to the
south about 18 km.

In the current study, the satellite data used consisted of geocoded Sentinel-2A multi-
spectral images acquired on 13 August and 15 October of 2016. As the test area has
highly mixed forest classes, such multitemporal data sets are important for differentiation
among different deciduous and coniferous forest types. Sentinel-2A images have 12 spec-
tral bands (Sentinel-2 User Handbook 2015) and their characteristics are presented in
Table 1. In addition, a forest taxonomy map of scale 1:100.000 and some ground truth
data were available. Figure 1 shows multitemporal Sentinel-2A images of the
Bogdkhan Mountain.

3. Results and discussion

In the object-based method, after an image is segmented into appropriate image objects,
the image is classified by assigning each object to a class, based on features and criteria
set by the user. To obtain useful information, the segmentation process splits an image
into unclassified ‘object primitives’ that form the basis for the image objects.
Segmentations, and the resulting characteristics of object primitives and eventual image
objects are based on shape, size, color, and pixel topology controlled through parameters
set by the user. The values of the parameters define how much influence spectral and spa-
tial characteristics of the image layers will have in defining the shape and size of the
image objects. The user modifies the settings depending on the objective of the study, as
well as the image quality, available bands and image resolution. As a general rule, reliable
image objects should be as large as possible, but small enough to show details of interest
(Gronemeyer 2012).

In the current study, the object-based classification of forest types consists of three
processes, namely, segmentation, rule-based classification and accuracy assessment.

Table 1. Characteristics of spectral bands of Sentinel-2A.

Band Wavelength (mm) Spatial resolution (m) Bandwidth (nm)

Band 1 0.443 60 27/45 (2A/2B)
Band 2 0.490 10 98
Band 3 0.560 10 45/46 (2A/2B)
Band 4 0.665 10 38/39 (2A/2B)
Band 5 0.705 20 19/20 (2A/2B)
Band 6 0.740 20 18
Band 7 0.783 20 28
Band 8 0.842 10 115
Band 8a 0.865 20 20
Band 9 0.945 60 20
Band 10 1.375 60 20
Band 11 1.610 20 90
Band 12 2.190 20 180
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3.1. Segmentation process

It starts by segmenting the selected RS data using a multi-resolution segmentation. The
multi-resolution segmentation is one of the well-known methods (Hofmann 2001). It uses
the following parameters:

� Scale parameter: influence the average object size and it determines the maximal
allowed heterogeneity of the objects. The larger scale parameter, the larger
objects become.

� Shape/Color: adjust the influence of shape vs. color homogeneity on the object gener-
ation. The higher the shape value, the less spectral homogeneity influences the
object generation.

� Smoothness/Compactness: determine the compactness or smoothness of the result-
ing object.

The segmentation parameters to be selected by the user are interrelated to each other.
It is impossible to directly find a set of proper segmentation parameters at one time.
Users have to repeatedly select a set of segmentation parameters and test them through a
trial-and-error process, until a reasonable segmentation result is achieved or the user
does not want to continue the trial and error anymore (Zhang et al. 2010). In our study,
shape, color, smoothness and compactness were selected by increasing and decreasing
each of the parameters to find the best values that would control the appropriate segmen-
tation. After many tests, the parameters: scale, shape and compactness were set as 70, 0.2
and 0.5, respectively. Figure 2 shows a result of the applied multi-resolution
segmentation.

As seen from Figure 2, the image objects have been created by combining similar
pixels based on their properties, and 99,428 image objects were created. In the figure,
the darker image objects belong to the evergreen and coniferous forest types, whereas
the light green ones imply to the deciduous forest classes. Moreover, it is seen that it
could be difficult to determine the fuzzy boundary between the evergreen and deciduous
forests if a scale of the segmentation process was not proper. Defining too small scale
factor might cause a salt-and-pepper error. Meanwhile, if a larger scale factor is defined,
the border of forest types could not be clear and accurate. Thus, the segmentation
parameters selected for the present analysis were appropriate and the image objects were
distinctive.

Figure 1. Sentinel-2A images of the test area acquired on 13 August (a) and 15 October (b) of 2016.
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3.2. Rule-based classification of the forest types

After the segmentation, the image objects have been classified into the selected forest
classes, using the constructed rules. To achieve a reliable classification result, initially, the
entire image had to be divided into ‘vegetation’ and ‘non-vegetation’ classes. Then, the
‘vegetation’ class had been sub-divided into ‘grass’ and ‘forest’ classes. After that ‘forest’
class was classified into ‘evergreen forest’ and ‘deciduous forest’. As a final procedure, the
‘evergreen forest’ was classified into ‘spruce’, ‘pine’ and ‘cedar’ classes. Meanwhile, the
deciduous forest was classified into ‘birch’, ‘larch’ and ‘willow’ classes. A general diagram
of the applied object-based classification technique is shown in Figure 3.

In order to collect statistical information about the available forest classes to be used
for a rule-base, the training samples have been selected from the mean spectral values of
11 bands (B2, B3, B4, B5, B6, B7, B8, B8A, B10, B11 and B12) of the selected Sentinel
images based on the field measurements and ground truth information. Table 2 shows the
area size of forest types and selected number of training samples.

As seen from Table 2, more than half of the forested areas (i.e. about 62.1%) of the
Bogdkhan Mountain constitutes a larch forest. The training samples of the classes were
selected on a principle that more pixels to be selected for the larger classes, such as larch
and cedar, than the smaller classes, such as pine and willow.

To perform a rule-based classification, six different types of indices such as green leaf
algorithm (GLA), normalized difference of vegetation indices (NDVI), simple ratio, ratio
of red and green bands, ratio of red and NIR bands and ratio of NIR and SWIR bands
have been estimated for the multitemopral images and they were identified as ‘Aug.’ and
‘Oct.’ indices. The equations used to calculate the indices are shown in Table 3.
Eventually, a set of rules forming rule-base was developed based on the threshold values
using six indices and the training samples for forest classes and the area of image objects.
A diagram showing rules of the developed rule-base is presented in Figure 4.

It is seen from Figure 4 that for the separation of ‘vegetation’ and ‘non-vegetation’
classes the rules that use the growing season NDVI and ratio of red and NIR bands have

Figure 2. Result of the multi-resolution segmentation: (a) segmentation of the Bogdkhan Mountain, (b,c) details
showing the image objects.

GEOCARTO INTERNATIONAL 5



been applied. The defined ‘vegetation’ class has been divided into ‘forest’ and ‘grass’
classes using the rules, set in the ratio of red and green bands and mean narrow NIR
value of the August imagery. Then, differentiation between the ‘evergreen’ and ‘deciduous’
forests was performed using criteria, set in a GLA estimated for the October image and
ratio of red and green bands. After that ‘evergreen’ forest was classified into ‘spruce’,
‘pine’ and ‘cedar’ classes, while ‘deciduous’ forest was classified into ‘birch’, ‘larch’ and
‘willow’ classes applying the rules that use different indices and threshold values. The final
classification result is shown in Figure 5.

3.3. Pixel-based classification of the forest types

Until the development of advanced classification methods such as object-based or know-
ledge-based techniques, pixel-based approaches have been widely used for a variety of

Figure 3. A general diagram of the constructed object-based classification method.

Table 2. Area size of forest types and the selected number of training samples.

Forest type Area size (sq.m) Percentage (%) Number of training samples (pixels)

Spruce 17 040 942.827 8.9 192
Cedar 45 934 635.429 23.9 288
Pine 3 782 412.011 2.0 172
Birch 5 290 909.372 2.8 144
Larch 119 337 123.875 62.1 508
Willow 634 352.277 0.3 56

192 020 375.791 100 1360

Table 3. The used indices and related equations.

Indices Equation

GLA (Green Leaf Algorithm) (2 � Green - Red - Blue) / (2 � Greenþ Redþ Blue)
NDVI (Normalized Vegetation Index) (NIR - Red) / (NIRþ Red)
B8 / B4 (Simple ratio) NIR / Red
B4 / B3 (ratio of red and green bands) Red / Green
B4 / B8 (ratio of red and NIR bands) Red / NIR
B8 / B11 (ratio of NIR and SWIR bands) NIR / SWIR 1
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thematic mapping applications. In the pixel-based classification, individual image pixels
are analyzed by their spectral information that they contain. Unlike the object-based
methods, pixel-based classifications do not use the information from surrounding pixels,

Figure 4. A diagram of the constructed rules in the rule-base.

Figure 5. Final result of the object-based classification.
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which may help in correctly identifying the target pixel’s class. In such a case, a class that
displays high spectral heterogeneity may have its pixels labelled as different classes (Piazza
et al. 2016).

In our study, as a standard pixel-based method, a Bayesian statistical maximum likeli-
hood classification has been used assuming that the training samples have the Gaussian
distribution. The basis of a maximum likelihood classification is the actual frequencies of
co-occurrence between class (Ci) and an observation vector (x). In the case of multidi-
mensional RS data, we assume that each observation x (pixel) consists of a set of meas-
urements on N variables (features) (Amarsaikhan and Ganchuluun 2015). The decision
rule, assuming Bayes’ rule, can be written as follows:

P Cijxð Þ ¼ P xjCið Þ � P Cið Þ=P xð Þ
where P(Cijx)-posterior probability, P(xjCi)-conditional probability, P(Ci)-prior probabil-
ity, P(x)-probability of finding a pixel from any class. The actual classification is per-
formed according to P(Cijx) > P(Cjjx) for all j#i.

In the current study, for the available classes, as each of them has different area size,
the following prior probabilities have been used:

P spruceð Þ ¼ 0:09
P cedarð Þ ¼ 0:24
P pineð Þ ¼ 0:02
P birchð Þ ¼ 0:03
P larchð Þ ¼ 0:61
P willowð Þ ¼ 0:01

:

As the cedar and larch forests have larger area sizes in the target area than the other
classes, to these classes higher prior probabilities were assigned. The rule has the max-
imum benefit of correct classification, because a pixel classified by this method has the
maximum probability of correct assignment. Therefore, the method is considered as one
of the most efficient methods for statistical pattern recognition (Erbek et al. 2004).

To conduct a Bayesian classification, initially, from the Sentinel image, several areas of
interest (AOI)s representing the selected forest classes have been selected. The separability
of the training signatures was firstly checked in feature space. After checking the signa-
tures in feature space, they were evaluated using Jeffries–Matusita distance. The values of
Jeffries–Matusita distance range from 0 to 2.0 and indicate how well the selected pairs are
statistically separate. The values greater than 1.9 indicate that the pairs have good separ-
ability (ERDAS 2010). After the investigation, the samples that demonstrated the greatest
separability were chosen to form the final signatures. The final classified image using the
pixel-based approach is shown in Figure 6.

3.4. Accuracy assessment of the classification results

Generally, accuracy assessment is required for evaluating the quality of the performed
classification results or for identifying a suitable classification method by comparing dif-
ferent classification outputs in a selected study area (Moran 2010). An error matrix is the
most frequently used approach in accuracy assessment from which other important accur-
acy assessment elements, such as overall classification accuracy (OCA), producer’s accur-
acy (PA), user’s accuracy (UA) and Kappa coefficient (KC) can be derived (Wulder et al.
2006; Foody 2009; Li et al. 2011).
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OCA calculates the total number of correctly classified class without taking into
account the omission and commission errors, thus it does not reveal whether errors were
evenly distributed between classes or whether some classes were really bad and some
really good. The KC is a measure of overall statistical agreement of an error matrix, which
takes non-diagonal elements into account. The analysis based on KC is considered as a
powerful technique for analyzing a single error matrix and for comparing differences
between various error matrices (Foody 2004). Both OCA and OKC reflect the overall clas-
sification situation that cannot provide the reliability of some classes of interest, hence,
PA and UA for each available class are often used to provide the complementary analysis
of the accuracy assessment (Li et al. 2011).

In the present study, the accuracy assessments have been performed based on the
sample pixels defined from field survey measurements as well as available ground
truth information. In case of the object-based method 3341 pure pixels, while in
case of the pixel-based technique 3317 pure pixels had been selected, accordingly.
Error matrices have been created for the two classification results and then for each
of them the OCA, PA, UA and KC were calculated from the corresponding matrix.
The classification accuracies of the selected classes for both methods are shown in
Tables 4 and 5.

As seen from the tables, the OCA and KC are 90.87% and 0.8688 for the object-
based technique, whereas they are 79.89% and 0. 7579 for the maximum likelihood clas-
sification, respectively. The PA assessment results of all forest classes exceed 82.33% for
the object-based classification, while the ‘cedar’ and ‘pine’ forests demonstrate lowest
results in the pixel-based approach compared to other classes. In case of the UA assess-
ment, the ‘spruce’ forest showed a lower percentage of accuracy for the object-based
classification. For the standard method, ‘pine’ forest demonstrates the worst result and
its UA is just 24.07%. As seen from the classified images and evaluated accuracies, the
result of the object-based technique is much better than the result of the trad-
itional method.

Figure 6. Result of the pixel-based classification.
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4. Conclusions

The aim of the research was to produce a reliable forest map using multitemporal optical
Sentinel-2A images. As a test site, Bogdkhan Mountain with highly mixed forest types, sit-
uated in Central Mongolia was selected. For the extraction of the forest class information,
the object-based classification technique was applied. To derive the thematic information,
initially, to the selected RS images multi-resolution segmentation was applied. Then, the
obtained image objects were classified into different forest classes using the developed
rule-base. The rule-base contained a hierarchy of rules, describing different conditions
under which the actual classification should to be accomplished. The result of the object-
based technique was evaluated using four different accuracy assessment methods and it
indicated overall accuracy of 90.87%. To compare the result of the developed method
with the result of a standard approach, the Bayesian maximum likelihood classification
was used. The result of the pixel-based approach was also evaluated using the four accur-
acy assessment methods it demonstrated overall accuracy of 79.89%. As seen from the
analysis, the research indicated that the object-based technique, based on the thoroughly
defined image segmentation and well-constructed rule-base could significantly improve
the classification of mixed forest classes and production of the forest map.
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